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Abstract

A forecasting system to not only detect but to predict human falls

can prevent major injuries. Human fall can be life-threatening for

the elderly people. In this project, a fall forecasting system is pro-

posed using smart-phones sensors, cloud IoT infrastructure, and ma-

chine learning. To enable fall forecasting, first along short-term mem-

ory (LSTM) recurrent neural network (RNN) model is trained using

URFD fall dataset. The mobile accelerometer sensor data is sent to

the deployed cloud-based model to predict falls 20 time-steps before

happening. An iOS mobile app is used to collect the data and deliver

the forecasting results to the user. The promising results indicate

that given enough training data, the model and system can be used

to forecast falls in real-time to prevent serious fall-based injuries.
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1 Introduction

Human falls are one of the significant safety hazards, especially among the

elderly. A fall forecasting and preventing system can be very beneficial to

seniors and can help them to live a better life. Preventing falls also can help

societies by reducing the cost of health and social services[1]; especially for

Canada that now has an aging population and seniors outnumber children.

In the past, some fall detection methods have been proposed that make use

of motion sensors. In recent years, the number of seniors with smart-phones

has increased, and all the smart-phones have motion sensors inside them.

Now more than 4-in-ten seniors are smart-phone users in the U.S, and this

number has increased in recent years.

While there have been earlier works that used smart-phones to detect a

fall, very little research has been done to predict or forecast a fall on time

that the fall can be predicted [2]. For Instance, the work by Yang et al.

(2013) predicts a fall 0.4 seconds before happening[3]. This project aims to

forecast a fall when the fall can be prevented by sending an alert to the user.

This document presents a Fall Forecasting System on Smart-phones using

Machine Learning as the project for Honors Thesis (CS4997) in summer

2018. The system uses the raw accelerometer data coming from smart-phone
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sensors and a neural network to forecast falls and alert the user. Finally, the

usefulness of such a system in predicting falls is investigated.

The report is formed as follow; section 2 contains a literature review of

related works; a state-of-the-art survey of fall detection-prevention systems

that use the smart-phones’ sensors. Also, section 2 presents a background of

materials used and discussed in the system, section 3 presents an overview of

the architecture of the fall forecasting system, section 4 evaluates the system,

and finally, future works are discussed.

The proposed project provides a state-of-the-art survey of fall detection-

prevention systems that use the smart-phones’ sensors. Besides, the report

contains a detailed description of the architecture of the proposed model

and a comparison of the model with the existing methods. The report also

provides in-depth information about some of the possible machine learning

algorithms that can use the smart-phones motion sensors’ raw data to fore-

cast falls before happening.
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2 Literature review

2.1 Fall Detection and Prevention systems

As was discussed in section 1, human falls are one of the most significant

health problems among the elderly. According to The World Health Or-

ganization, 28%-35% of people aged over 65 falls at least once a year [2].

Moreover, falls can be more dangerous for people having high-risk factors or

living alone. Falls also reduce the independence of elderly and increase the

health care cost[2]. Therefore, having a system that can predict or detect a

fall at the early stage can be very beneficial to society and individuals. In

recent years, academia and private companies proposed many smart-phone

based fall detection/prediction systems. The following subsection contains

information about these systems.

2.1.1 Smartphone-Based Fall Detection and Prevention systems

In general, all the smart-phone based fall detection-prevention systems follow

the same architecture. These systems use smart-phone sensors to collect data,

analyze this data to detect the di↵erence between falls and other activities

of daily living, and finally communicate the result to the user or others using
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Figure 1: Taxonomy of smartphone-based systems regarding sensing mecha-

nism and position of the sensor.[2]

real-time messaging, email, SMS and other means. [2].

The work by Habib et al.[2] presents a complete taxonomy and compara-

tive analysis of smart-phone-Based solutions for fall detection and prevention

system. In summary, fall detection systems can be categorized with regards

to the type of sensors used in the system; the analysis was done on the

data, and communicate performed. The following figures are adapted from

the work by Habib et al. to show the taxonomy of smart-phone based fall

detection-prevention systems.[2]
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Figure 2: Taxonomy of smartphone-based systems regarding communication

Figure 3: Taxonomy of smartphone-based systems regarding analysis algo-

rithm
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Tsinganos et al. [10] proposed a fall detection system that uses android

accelerometer sensor with a threshold algorithm to distinguish falls and activ-

ities of daily living. In addition, They enhanced the accuracy by a k Nearest

Neighbor (kNN) classifier.

Shen et al. [6] proposed a system that can predict falls with a high

success rate by recording humans’ gate data. The system analyzes the data

with fuzzy Petri net model to identify the human’s actions.

2.1.2 Other Fall Detection and Prevention systems

Although smart-phones are great tools for fall detection and prevention sys-

tems, these systems use a wide range of tools. Many of this tools are wearable

devices that are designed for this purpose and require the user to wear them

on a fixed part of the human body. The wearable device can provide more

accurate data but wearing it on a daily basis can be di�cult especially for

the elderly.

Yang et al. [3] proposed a fall prediction algorithm that can predict

human falls 0.4 seconds before happening. Their fall prediction algorithm

adopted a neural network which predicts falls from accelerometer data. The

accelerometer data comes from a wearable device which must be worn by the
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users.

Tong et al. [9] designed a cheap wearable device that collects tri-axial

accelerometer data. They proposed a hidden Markov model (HMM)-based

method that uses the data from the accelerometer. They claim their method

predicted 100% of falls 200ms-400ms before happening.

2.2 Deep learning and Long Term Short Memory(LSTM)

Deep learning is a sub-field of machine learning, where many layers of information-

processing stages are exploited inside a Neural Network (NN). The goal of

deep learning is to automatically discover the representations needed for de-

tection or classification of raw data with minimal engineering and domain

expertise needed. Deep Learning achieves this goal by feeding the raw data

to the first layer. Each layer consists of numbers of units. Each unit applies

a simple non-linear function to the weighted sum of inputs that are coming

from the previous layer. A layer transform representation of the previous

layer into a slightly higher level of abstraction and pass it to the next layer.

During the training, to minimize some error function, DL algorithms adjust

some internal parameters, called weight. The weights are adjusted by cal-

culating the gradient vector of the error for each weight. Gradient vector
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shows how much the error changes by changing the weight by a tiny amount.

This method of finding the local minimum of a function is called Gradient

Descent(GD). Since in GD method weights are adjusted for each sample; it

is very costly for big training datasets. Instead, Stochastic Gradient Descent

(SGD) is often used. In SGD, average gradient vector is computed for a

small number of samples from the training set, and weights are adjusted ac-

cordingly [11]. Surprisingly, this simple procedure usually finds a good set

of weights[11]. Numerically evaluating an analytical expression of the gra-

dient can be costly. Hence, most DL algorithms use the back-propagation

algorithm to compute the gradient. Back-propagation is an inexpensive pro-

cedure that allows information to flow backward through the network. [5]

In a nutshell, backpropagation is an application of chain rule; computing

the gradient of the function in respect of input by working backward from

the gradient of function in respect of output. Convolutional Neural Network

(CNN) is a class of deep neural network that has been applied with great suc-

cess to the detection, segmentation, and recognition of objects and regions

in images. The computer-vision community has recently widely adopted

CNNS.[11]

Recurrent Neural Networks(RNNs) are a family of neural network that
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Figure 4: Adapted from [11] A. Shows equations for the forward pass in a

multi-layer neural network with two hidden layer. At each unit, a nonlinear

function is applied to the weighted sum of the outputs of the units in the

layer below. Then the unit passes the its output to the layer. B. Shows the

backpropagation procedure.
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Figure 5: Adopted from [11] A Recurrent Neural network Unfolded over time

is specialized in processing sequential data.[5] At the time of processing an

element of the sequence, RNNs maintain information about the history of

the sequence in a ’state vector’, in their hidden units.[11]. Many RNNs use

the following equation to define their hidden units[5].

h(t) = f(h(t�1), x(t), ✓) (1)

In the equation 1, h is used to represent the state of the network.

RNNs can be seen as feedforward networks that all the layers share the

same weights. Although RNNs’ purpose is to learn sequential dependencies,

in practice, it is di�cult to store information for very long.[11]

One of the critical problem in training RNNs is backpropagated gradients

usually explode or vanish over many time steps. This problem is the result
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of growing or shrinking the backpropagated gradients at each time step.

Hochreiter and Schmidhuber introduced Long Short-TermMemory (LSTM)

[13], which is one of the most important advances in recurrent networks since

it is not a↵ected by vanishing and exploding gradient problems. The core

contribution of LSTM is self-loops to produce paths where the gradient can

flow for a long period.[5]. LSTMs are good at learning long-range depen-

dencies [12]. LSTM uses a new structure called a memory cell. Cells are

connected to each other recursively to replace the common hidden units. In

a cell, weights are gated which means weights can change dynamically based

on the input sequence.[5] A memory cell is composed of four main elements:

an input gate, a forget gate, an output gate, and cell activation vectors. The

input gate allows the incoming signal to change or block the state of the

memory cell. The output gate can shut o↵ the output of the memory cell.

The forget gate controls the weight of its previous state [12][5].

3 Proposed fall forecasting system

At the time of designing our fall forecasting system, the property that was

considered necessary was easiness to use. The only requirement for the users
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Figure 6: Adopted from [12] Structure of a LSTM memory cell

is to have a smartphone and carry it with themselves as most people do in

their daily life. The problem that this requirement raised was finding a fall

dataset based on the variable placement of the dataset. Since there is not a

perfect dataset for this purpose, it was decided to use UR fall dataset [14].

UR fall dataset contains 70 sequences, which consists of 30 mocked falls and

40 activities of daily living. Fall events are recorded with 2 Microsoft Kinect

cameras and corresponding accelerometric data. ADL events are recorded

with only one device (camera 0) and accelerometer. In the proposed fall

forecasting system, only accelerometer data is used. Accelerometer data were
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Figure 7: proposed fall forecasting system

collected using PS Move at 60Hz. Each fall or ADL event consists of between

150-1000 time step with the corresponding tri-axial accelerometer data. The

iOS application is responsible for getting the accelerometer data from the

user. The app gets the Sensor data from OS and sends the data to cloud

in real-time using IoT infrastructure that PubNub provides. Accelerometer

data is captured at 60Hz to be consistent with the dataset.

The reason iOS was chosen since I was already familiar with Android

development and developing iOS app provided a great learning opportunity.

An Android application can also provide accelerometer data. The following

is part of the code of the application that sends accelerometer to the server.

The code is in Swift.
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1 motionManager . s tar tAcce l e rometerUpdates ( to : OperationQueue .

cur r ent ! , withHandler : {

2 ( acce l e rData : CMAccelerometerData ? , e r r o r : Error ?) in

3 i f ( e r r o r != n i l ) {

4 pr in t ( ”Error ” )

5 } e l s e {

6 l e t accelX = acce l e rData ? . a c c e l e r a t i o n . x

7 l e t accelY = acce l e rData ? . a c c e l e r a t i o n . y

8 l e t acce lZ = acce l e rData ? . a c c e l e r a t i o n . z

9 var messageDict ionary = [

10 ”x” : accelX ,

11 ”y” : accelY ,

12 ”z” : acce lZ

13 ] as [ S t r ing : Any ]

14 l e t jsonData = try ! JSONSer ia l i zat ion . data (

withJSONObject : messageDict ionary )

15 l e t j s onS t r i n g = NSString ( data : jsonData ,

encoding : S t r ing . Encoding . u t f 8 . rawValue )

16 s e l f . c l i e n t . pub l i sh ( j sonSt r ing , toChannel :

targetChannel ,

17 compressed : f a l s e ,

withCompletion : { ( pub l i shSta tus ) �> Void in

18 i f ! pub l i shSta tus .
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i sE r r o r {

19 // Message

s u c c e s s f u l l y pub l i shed to s p e c i f i e d channel .

20 }

21 e l s e {

22 // e r r o r

23 }

24 })

25 }

26 })

The server, which is written in NodeJS, make the prediction based on

the received sensor data and a Keras model that is imported into Tensor-

FlowJS.The model acts as a prediction engine for the fall forecasting system

and is an essential part of the system. However, the model can easily be re-

placed by an improved model whenever it is available. The model predicts if

a fall is going to happen in next 20 time-steps. After making the prediction,

The server sends the results back to the smartphone in real-time. Finally, if a

fall is forecasted, the application alerts the user on the screen. The following

is the screenshot of the application that forecasted a fall.
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Figure 8: A screenshot of application when a fall is forecasted. the Overall

delay of 127 ms is taken into the account so the fall is going to happen in

0.21 second. This delay is the results of communication between phone and

server and the time takes for the server to make the prediction based on the

inputs.

4 Experimental results

The Keras model is an LSTM network that acts as a binary sequence classi-

fier for fall or non-fall classification. The input of LSTM network is 20 past

accelerometer data. A two-layer neural network with 20 LSTM cells as input

layer and one dense layer as output is used. To convert the time-series to

supervised learning, the column in the data frame that containing informa-

tion about fall/no-fall is shifted 20 rows using pandas shift() function. In the
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training process, after transforming the time-series to supervised learning,

the dataframe is given to the model and model gets trained. The model is

trained using 33 ADL time-series and 25 fall time-series. During the testing

process, five fall time-series and 7 ADL time-series are randomly chosen and

given to the model that was not given in the training process. The model

successfully labeled all 7 ADL as ADL but only forecasted 3 of 5 falls 20

time-steps before happening.

Activity train test predicted

fall 25 5 3

ADL 33 7 7

The following chart compares the proposed system to the relative studies

by Shen et al.[6], Yang et al.[3], and Tong et al.[9].

System test precision rate test recall rate time of prediction

Proposed 100% 60% 333ms

Shen 79.69% 91.60% vary

Yang 46.66% 70.02 400ms

Tong 100% 100% 200-400ms
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5 Conclusion

Due to the unpredictability of the events that can cause some of the falls;

forecasting falls can be a challenge in real life. In this document, a fall fore-

casting system is proposed that make the prediction based on accelerometer

data collected by smart-phones. Although the model was good at predicting

Activity of Daily life, it only was able to predict 60% of the falls. The low

accuracy in predicting falls could be the result of many factors. The most

crucial factor can be the size of the dataset which is consist of only 30 falls.

Traditionally, a more significant dataset is needed to have a good Neural

Network.

Moreover, human falls of UR dataset are mocked and can be di↵erent from

real falls. Although the proposed system is not producing the desired result

at this time, it can be improved by training a better model or using a di↵erent

dataset. It also is concluded that having a cloud-based fall forecasting system

can harm the overall performance by adding communication lag.
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6 Future works

The accuracy of the model can be enhanced by trying some techniques other

than Although the recurrent neural network has shown promising results

in working with time-series, the results can be enhanced by trying other

techniques. In the future, we also can eliminate the communication lag by

embedding the forecasting element inside smart-phones. Embedding might

also lead to better battery consumption especially when cellular is being used.

I hope by open sourcing this system in the future; this project can take a

small step in helping the research community and people with high risk of

falls.
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